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Chapitre 1 : Rappels de probabilités discrètes

1. variables diatoires discrètes

Considerons l'expérience aliatoive : on lance une pièce et on Mote le resultat,

bit pile , soit face . Pour modeliser cette expérience , on introduit

la fonction
l = codage de pile

X :: h -> 10 , 16 avec [0 = IS face
↳ ensemble de toutes

les conditions de l'expérience .

Noter
que 2 est inconnu

,
au sens et on ne peut pas le décrive de



manière exhaustive
.
1 est appelé univers .

Définition Une variable aléatoire discrive (rad) est une fonction
X : h

-> D
,
on D est on ensemble discret (D = 14, D =&,D =10,Jett)

Une réalisation de la rad X est me valeur X(c)
, pour in wer.

Definition Soit x me rad à valeurs dans D . La Loi dex est

caractérisée par la connaissance de(X= x) , eD .

Ici
,
p est une probabilité sur 1 , et le couple (2,P) est on espace

probabilisé. On rappelle que l est une proba . sur l si

① FACI, PCAle to, i] ② P(d) =o

③ F(An)
n
Suite disjointe, Ancr En , P(UAn)= PCAn).



Revenous au lancer de pièce, modélisé par la rad X valeurs dans 30, 16.
Si la pièce est équilibrée , P(X1)=(Xd= I , donc on connait la

bi de X.

2 Lois discrètes usuelles

Pour indiquer qu'une rad X suit le 102
,
on note XXL

1-Loi uniforme sur AC &dSi , notre UCA)

On a Xvl(A) S

P(X = x)=da) ,
Yx - A

Ex : Lancer d'un dé équilibré
-

2 Loi de Bernoulli de paramètre peto, 1) , notée b(p)
On a X v &(p) +iP (n = 1) = p et P(x=o) = 1-p Exilancer dime

pièce .



3. Loi binomiale de paramètres (mp) , notée 33(n , p) . Crew
, yeto, i))

On a X No3(h,p) si

↑(x=x) = (x)px(-pyn
-

x(x)0, ..,m)

# : lancer M fois d'une pièce avec proba pile =p . Alors X modelise

le nombre de pile obtenus an cours des in lancers .

4- Loi giométique de paramètre pEJo, il
,
notes &(P).

On a Xng(p) a

P(x= x) = p(t- p)
-

fa-N
*

one infinité de fais
Ex : on Lanceune pièce avec une proba p

d'obtenir pile , et X modelise
la 181 fois qu'on a obtenu pile



5 - Loi de Poisson de paramètre 170 , notre &(1) .

ou a XnP(6) si

P(x = x) =ed
Elle modelise les évenements rares

, of chap . 2.

3
- Espérance

Pour Xme rada valeurs dans D
,
so moyenne

or experance
noter #(X) est définie par

#( = 2 xP(x=x)
SED

tous reserve de converge absolue
de la Homme (implicite dorénavant)



theoreme de transfert soit x me rad & valeurs dansD et g
:Deli

Alors
, l'espérance de la rad g(x) = gox vant

#(q(x)) = [g(x)P(X =x)
RED

Propriétés de les perance

① Si Xe et Xa des rad tra . X(u) = Xc() Twe , alors

#(X)< (Xa)

② siX1 , X2 Sout des rad et so, on ,
a
,
fiR alors

# (0 + a
, X1 + a2xz) = 0 + a

-
E(x) + aE(X)

③ Six est me rad
, lesE((X)



La variance est un outil qui mesure la dispersion des observations
de la vad autoor de sa moyenne. Elle est difine par

var(x) = E((X - E(x))))
En pratique , pour calculer la var(x) , on utilise :

var(x) = E(x) - #X) (formule de Koenig)

Pour la variance
,
on a la formule de translation - homothetic ;

var(ax + b) = ah var(x) fabER .



XNB(p)

· E(x) = 1xP(X= 1)+o xp(x=0)
= P

· XEX
,
donc=> = p - pt=p(l - p)

var(x)= (x 2) - E(x)
= E(X) - #(X)

2

4. Independance

Les rad Xn , ..., Xna
valeurs dans D sont independantes to

f IC41 , my et Fried Fil--- m
,
on a

#(x =ki))=il



Noter que si X11-- Xn sont indépendantes, alors g ;: Desir,

gr(X1),...., gn(n) sont des rad indépendantes .

De plus, si Xe , -- Xn sont in dependantes, alors :

#(xi)=(x)

var(x) vari
5. quelques résultats incontournables .

Thioreme Soit X one rad et aso .
Alors,

↑(1x12a) : inégalité de Mark

#(IX- E()(a) <VCX) : négalité de BienayméTchebytche



Théorie (Inégalité de Canchy-Schwarz)
foient Xe

, Xc des rad , alors E(XX2)
*
- (X1) #(X2)

Thoorème (hoi des grands nombres)

Soient X1 , X2, ... des
rad indépendantes et de même Loi .

Alors
,

lim-E())) =0

Interpretation : 1 x) Sin est grand


